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4 GOAL AND EXECUTIVE SUMMARY

The goal of tis project is todevelopand comparenatural language processing (NLP) based

tools that will extract keyphrases from scientific literaturfeinterestto CCDKeyphrase

extraction is an important first step in several downstream NLP tasks including summarization,
opinion mining, trend analysis etc.

We start with theQCDC SME provided keyphrasted in Tablel.

Table 1: Keyphrases provided by CCDC

Additive technology

Chemical additive to solution

Cryogenic milling

Microfluidics

Nanopowder

Nanoscale

The project was executed the following steps:
1 Extract meaningful datasets from scientific literature relevant to CCDC

1 Extract topicausing Latent Dirichlet Allocation (LDA) methods from these datasets

1 Use this as a base and add on a couple of keyphrase extraction methods to extract keyphrases.
Specifically we useBapid Automatic Keyword Extraction algoritfRAKIE[1] and Pogion Rank
Analysis (PRA) [4]

1 Compare the LDRAKELDAPRA and PRA on the datasets obtained.
9 Sress test these algorithmssing standard datasets like tiNUS dataset.

The technical details of all the methods and gament methods aravailable irSection2.1.1.
The methods of scoring algorithms are described in Seétibr2 The description of all datasets
isavailable ir2.1.4 Finally the results are described in Sectbh.3and ©nclusions appear in
Section2.1.5

4.1.1 METHODS AND ALGORITHMS:
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We start the project with determining topics in the paper. For this wethed_atent Dirichlet
Allocation(LDA) [1].LDA expresses these topas a probability distribution of keywordSince
the goal is to extract keyphrases, ratheathprobability distributions, we built two other

models on top of LDA and tested it with another existing keyphrase extraction method called
position rank analysis (PRA) [4]. These algorithms are described in detail in this section.

4.1.1.1 Latent Dirichlet Algorithm (LDA)

LDA is atatisticaltopic-basedmodel[1]. This model is used for generating topics from a given
text corpus LDA assumes that every text corpus(here in our case research paper) is a
probability distribution of the topics associated with it, and every topic itself is a probability
distribution of the keywords associated with it.

Given the textata(research pagr) and the number of topics that are to be generated from it

the LDA model generates the specified number of topics and keywords that are associated with
these topicsEach sentence in the paper can be represented as probability distribution of these
topics that is why the paper is broken down to individual sentences and the LDA analysis is
performed on the sentences of the paper.

Givena paperD with the collection osentencedN and the number of topics KDA assumes

that the paper is a Dirichlet distrution oftopics(4) where each topic is a probability

distribution of keywords of the paper. The Dirichtistribution of the paper is defined ca(K-

1) simplexwhich is a topics planefgvi t h  a Di r i ¢ h | .eThe prozabildyaensity ar i a b

function for the random variable 6 is given a
71“(2?:1“1‘) o —1 o1
PO @
The probability of every keyword (\Wor every topic(dc an be represented in
wh e rjep(\M=1Z2=1) Given these pammet er s oresearchl pagecan e h e

represented as a joint probability distribution which is given as follows.

N
r(6,z,w|o,B) = p(6|a) Hp(zn 18)p(Wn | 2, ).

n=1
Since thedataset already contains the research pagefy e p ar a me areeestinated and
usingmaximuntlikely hood estimation, antuy using theestimatedp ar amet er s o and
Topics and the topic keywords for tihapersare estimated.
To generate tIs probabilsticmodel LDA only requires to check for the occurrence of the
keywordinasentence So, it doesn’ tordmadpbsdionedintiter e t he ke
sentence hence theBag of Wordsepresentation of the sentences has been usatso, since
there areother wordsin a text documentvhichare more frequentlyepeatedandd oes n’ t h ol
any semantieneaning they are ategorized a StopWords and are filtered frorthe sentences
Thus, the obtained Bag of Words from each sentence are given as input for LDAThedel.
Ge n s LDA’'medeand the Stopwords library[2] have been used for generating the Bag of
words representation of the sentences and to implement the LDA topic model
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4.1.1.2 Rapid Automatic Keyword Extraction (RAKE) Algorithm

RAKH3] is a frequencypased model used for extractikgywords anckey-phrases from short
passagedJsing theco-word frequency between th&eywordsthis algorithm generates the
keyphrases which can explain more about the semantic relation between the keypleages
“Joan ,of JAram) As akkyphrase generajirmodel this methd does filer ®p
words from the text, buthe model does not filter thetep words which occur between the
keywords with high cevord frequency.Thusthe generated keghrases are taken as collective
entities along with other keywords insidesantence.To generate the keyphrases first the-co
word matrix of all the keywords in the sentence is generatad the following metrics faall
eachkeyword, w, are calculated.
1 freq(W)A The number of times the word has occurred in the sente@adled the
frequency
1 deg(W)A The number of times the keyword has occurred adjacent to other keywords.
Called the degree.
1 (deg(W)/freq(W))A ratio of degree to frequency

This algorithm assumes that every wasther than the stop words is a keyword to begin with It
then calculates the above metrior eachkeywords Keywordghat havehigh raio of degree to
frequencyare combined together to form the keyphrases. If there are any stop words between
these keywords, they aneot filtered andincludedbetween the keyweadsto generate the
keyphrases with stop word3his is one of the earliest keyphrase generating mechanisms.

4.1.1.3 LDA-RAKE

The first model we constructed to extract keyphrases from a document was to combine LDA
with RAKERAKE extracts keywords and keyphrabes only from one sentence at a time. If

this were to be directly used in a document, then it might result in a set of keyphrases for each
sentence in the document. For a scientific document, this could mean a lot of keyphrases.
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Dataset

LDA-RAKE Model

1) Sentence from Paper: Research paper from
INPUT the dataset divided into sentences and each
1) Sentence from sentence is fed as input to RAKE model.

paper.

|

RAKE Model

2) Bag of Words with key-phrases: The Stop-
RAKE OUTPUT Words from input sentences are filtered to
2)Bag of Words produce Bag of Words representation of
with key-phrases keywords and Key-phrases.

LDA INPUT 3) Number of Topics: The number of Topics
2) RAKE O/P for all that has to be generated from each paper.
sentences
3) Number of Topics

LDA Model

4) Topics with Topic keywords/key-phrases:
LD»’:\ OUTPUT . Number of topics with their respective
4) Topics with Topic Topic keywords and key-phrases generated
keywords/key-phrases using LDA.

_Compare LDA picked
with ARDEC papers
keywords

The paper is picked if any ARDEC key-phrases match
with any LDA topic key-phrases.

Figure 1: LDA-RAKE Architecture

As mentioned earlier, LDA generates topic distributions for a docuntamges a bagf-words

as its input. For LBRAKE, we first applied RAKE to each of the sentences. This was then fed to
the LDA to create topic disbutions, which now consists of keywords and keyphraghs.

flowchart for LDARAKE model is as shown in the Figure 1.

The LDARAKE model was executed on every paper from®C dataset. As the first step

every sentence from each paper is processeith WAKE to generateeywords and keyphrases

In the second step the output of RAKE for each paper is processed with LDA model to generate
topics with keywords and keyphrasés.the inal step these LDRAKE extracted topic

keywords and keyphrasdgr each paper are compared with tlseibject matter expertSMB
keyphrases, if there is at least one match found between the topic keyphrases and the SME
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keyphrases then the papertagged as one of interest to the SMBEote that LDARAKE
generate repated keyphrases. These are manually deconflicted, so that there is no repetition
in the keyphrases.

The results of the LDRAKEor CCDC dataset are listed in Tabl&@e@ntopicswere
extractedfrom each paper. LBRAKE has identified a total of 6 papethe names of the
papers are mentioned in the “identified paper
keyphrases extracted from the 10 topics are mentioned in the topic keyphrases section.
The analysis of the topic keywords and keyphrases showstheatiumber of key phrases that
are generated are relatively high to find he trending topics from the selected papers, there are
some keywords | i ke “results’, ‘“contain’ and
that can describe the documentalo t her e ar ei Be’y wohrickcsh lar Eegéner a
the pdf to text conversion tool. The conclusion is even though there are many key phrases generated for
each paper, the quality of the keyphrases is not good enough to be selected for eogins.
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Table 2: Auto-tagged papers by LDA-RAKE and the keyphrases
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LDA-RAKE identified papers

LDA-RAKE topic keyphrases

Combustion of Nanoaluminumind
Water Propellants: Effect of
Equivalence Ratio and Safety/Aging
Characterization

'likely due', ‘'work’, ‘burning rate’, ‘figure’, ‘presence’, 'witnes
plate', ‘risha r', 'varying', 'tested’, ‘results’, ‘propellant
sample’, 'likely', 'full paper’, 'rgpel’, ‘aluminum
nanopowders', ‘flame temperature’, 'nanoparticle
agglomeration’, 'pfeil’, 'ciency’, 'nanoaluminum’, ‘risha’,
‘combustion’, 'placed', 'exponent’, ‘chamber’, 'water
propellants', 'petn’, 'nova', 'propellants’, 'nanoscale
aluminum’, 'l alex'role’, 'lunar’, 'fuel’, '‘performance’, 'wt al
wt al', ‘composition’, 'frozen water', 'f son', 'insensitive', 'risl
et al', 'reaction’, 'micro’, 'liquid’, ‘al h', 'freezing’, ‘argonide’,
'stoichiometric', 'possible’, ‘water’, ‘pressure’, ‘alumina’,
'shod<, 'inst', 'thermal conductivity', 'aiaa’, ‘alex’, 'diffusion
limitation’, 'shown’, ‘psia’, ‘combustion efficiency’, 'school’,
‘glomeration’, 'embedded’, ‘aluminum’, ‘cliff et al’, ‘aluminur
combustion’, 'propellants explos pyrotech’, ‘transition’,
‘deperdence’, 'nal variety', 'effect’, 'equivalence ratio’,
'ignited’, 'frozen nal h', 'tech’, ‘ignition’, 'contain’, 'www pep
wiley vch de', 'yetter', 'tion’, 'l pourpoint', ‘combus’,
‘propellant’, 'initial'

Multi-Parameter Study of Nanoscal
TiO 2 and CeO dAitives in
Composite AP/HTPB Solid Propella]

'nano dry', ‘composite ap htpb solid propellants’, '‘burning
rate', 'wiley vch verlag gmbh co kgaa weinheim’, 'additivi
type', 'baseline’, 'sensitivity’, 'propellants explos pyrotech
‘produced’, 'performance 'full paper’, 'analyzing', '‘powder’,
'seal’, 'stephens e | petersen r carro’, 'l reid’, 'size’, 'provide
‘nano wet', 'results’, ‘additive’, 'stephens’, ‘nano’, 'reported
‘fact’, 'tailoring’, 'sequence’, 'nanoscale tio', 'nano sized',
‘nanoparticle§ 'additive percentage', 'test', ‘formula’,
‘effectiveness’, 'mixing method', 'method', 'achieve’,
'ingredient’, 'development’, 'ceo additives', 'would like',
'micro dry', 'solvent', ‘current study', '‘agglomeration’,
'‘pressure exponent’, ‘final propellagtrain’, 'effect’,
‘ammonium’, ‘water', 'pressure’, ‘properly’, ‘hand mixing
method', 'effects’, 'vacuum', 'mixing', 'burning rates’,
‘oxidizer', 'ceria’, 'rutile’, '‘propulsion conference', 'usa july
aiaa paper', 'aiaa asme sae asee joint propulsion cenfs',
'tested’, 'multi parameter study’, 'figure tem image’, 'study
‘analysis’, 'summary’, 'inhibiting’, 'figures', ‘evident’,
'discussion’, 'www pep wiley vch de', 'tion’, 'propellant’,
‘additives'

Trinitrotoluene Nanostructuring by
Spray Flash Evamiion Process

'diethyl ether', 'sprayed', 'wiley vch verlag gmbh co kgag
weinheim', 'nozzle', 'lization’, 'h leubner', 'growth’,
‘acetaldehyde’, ‘concentration’, 'technology’, 'size’,

‘trinitrotoluene nanostructuring', 'tnt structure', 'v pichot f
schnell; 'particles’, 'rapid expansion’, ‘role', 'acetone’,

'samples’, 'utions’, 'vaporization’, 'synthesis', ‘product’,
'mixture’, 'solvent’, 'spitzer’, 'structure’, 'influence’, 'practice
‘controlling crystal size eds crc press pp', 'mtbe’, 'nanosce
'sfe process', 'spray flash evaporation process', ‘present]
‘case’, 'propellants explos pyrotech', 'full paper', 'solution|
‘well known', ‘crystal’, 'ticles', 'nanocrystalline rdx', 'tnt hns

‘www pep wiley vch de’, ‘precision crystallization theory’
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Transition from Impaeinduced
Thermal Runaway to Prompt
Mechanochemical Explosion in
Nanoscaled Ni/Al Reactive Systerm

'hebm material', 'powder mixtures j appl phys', ‘concept’,
‘appl phys lett', 'gordopolov', 'wiley vch verlag gmbh co kg
weinheim', 'appeared', 'slow reaction', 'v f nesterenko’, 'f X
jette’, radulescu j j lee', 'thermal’, 'nanopowder', 'stress wa
passage', 'impact event', 'speed', 'normal stress’, 'impact
'slow', 'temperature', 'passage’, 'varma’, 'reactive’, ‘charro
tou', 'shear','initiated’, 'entire’, 'material’, 'possible’, 'l gur ev|
'bulk’, 'heat', 'crush strength’, 'high speed reaction mode]
'‘plunger’, 'sample’, 'structural changes', ‘goroshin’, 'impag
event ini', 'j higgins', 'ignition’, 'www pep wiley vch de', 'tiof
‘mte mode’, 'hibited’, "figure', 'shock compression’, ‘aip
conference proceedings', 'reduce’, 'tion mode', ‘high', 'rate
'full paper’, '‘compression’, ‘plastic deformation’, 'shown’,
‘angle’, 'reaction behavior', 'able’, ‘crush’, 'sound speed’,
'levitas v fnesterenko’, 'signant’, ‘contrast’, ‘mode’, 'also
shown', 'investigated', 'ples’, ‘'meyers strain induced’,
‘american physical society topical group’, 'small’, 'produc
'‘batsanoVv', 'reaction’, 'notre dame’, 'l frost', '‘chemical
reaction’, 'prompt reactio’, ‘'materi’, 'heating’, ‘materials’,
'situ measurements', 'time’, 'approximate location', 'phys
chem ¢’

Studies on the Noisothermal
Crystallization Behavior of Aluminuf
NanopowderFilled Poly(3,dis
azidomethyl Oxetane)

'slope’, 'figure', 'c min', 'ickarlsruhe germany june july p',
‘calculated', 'rate’, 'full paper', 'yunjun luo kai guo', 'plot’,

'shown', 'temperature’, 'introduction’, 'crystallization', 'dhc
pbamo', ‘approach’, 'synthesis', ‘alumi', ‘constant cooling
rate', 'composite’, 'respectivgl, ‘formed’, 'effect’, 'ozawa
exponent’, 'cooling rate', 'non isothermal crystallization

behavior', 'data’, 'non isothermal crystallization’, ‘aluminur

nanopowder filled poly bis azidomethyl oxetane', 'wiley v¢
verlag gmbh co kgaa weinheim’, 'straigineli, ‘aluminum

nanopowder’, 'In k', 'ict karlsruhe', ‘www pep wiley vch de|

'In b', 'propellants explos pyrotech’

Formulation and Characterizations {
Nanoenergetic Compositions with
Improved Safety

'‘phenomenon’, ‘wiley vch verlag gmbh co kgaa weinheim
‘nanocompositions’, 'wuillaume', 'observed’, 'tions', 'impaci
mm pmax mpa', 'sample’, 'improved safety’, ‘'wt rdx
nanocryogel’, 'full paper', 'performed', ‘formulation’, 'g pe
batch scale’, 'figure sem image’, 'matrix’, '‘nano’, 'density]
'‘propulsion’,'key point', ‘classical’, ‘charge’, 'experiment’,
‘decomposition’, 'critical diameter’, 'expected’, 'figure’, 'ssg
‘composition’, 'nanoscale’, 'nanoenergetic compositions'
'macro’, 'solvent’, '‘beaucamp f david quillot ¢ erad', 'reduc]
'impact sensitiity', ‘crystal quality’, 'possible’, 'p np f rdx’, ‘|
np f ap', 'macrocomposi’, 'freeze drying', 'pellet’, 'safety’,
'improve’, 'case’, 'stability’, 'carried’, 'pressure’, 'rdx wt',
‘propellants explos pyrotech', 'resin’, 'g cm', 'matter’, ‘residl
po', 'pressing sequence’, 'www pep wiley vch de', 'g
butyrolactone’, 'nano rdx’, ‘order'
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4.1.1.4 Position Rank analysis(PRA)

Position Rnk Analysis [4F an unsupervisedrequencybasedmodel used for calculating the
keyphrasedased on ranks from a text corpugnlike RAKEPRA calculatdbe keyphrases
based how frequently they keywords are occurringonsecutive sentences, tlie-occurrence
scordPageRank Scorel the keywords is scored based on the position of the sentence in the
document

Say if two keywrds (k1,k2) canccur in the beginning of the sentence of the paper and the
keywords (t1,t2) capccur at the ending sentence of the paper. Then the PRA model gives
higherPageRankcore to (k1,k2) and lefsageRankcore to (t1,t2)Also,the PRA model is
designedo find the keywords which follownly a given pattern of parts of speech structure.
Hence theparts of speech tags of sentences are used in finding the keyphrases

The infrastructure of original PositionRank anali#gjsan be explained in three parts.

1 Graph Construction at word level

1 Design of Position biased page rank.
1 Formation of Candidate Phrases.

Graph Construction at word level:

Given a document “D”, a graph G=(V, E) 1is
of all the Nouns and Adjectives that are extracted from document D. Ther,isusHEefined as
the edge connecting two nodesi{M}. The weight of an edge Between two nodes Vand Vis
defined as the number of times these two nodes havwcocur red i n t he docume
window of size “w”.
Design of Position biased page rank:

The PageRank scdi is the importance rank of each vertexwithin the graph G. The
PageRank for each vertexi¥/calculated by recursively summing up the normalized weights of
edges at every step. Let “M” be the adjacency
for a node Vis set to 1/|V| where |V] is the initial norm of all vertices and then it is
incremented according to the formula shown below.

S(t+1)=M-S(t)
Where S(t) is the Score of all vertices af

M’ is the normalized form of the matrix M, each elemenf ofthemat r i x M~ i s def i r
follows.

ij = .
0 otherwise

Vv . v
— &wgkw if Y mi; #0

Thus, these nodes and steps can be represe
chain. By recursively performing the above procedure, the principal eigenvector representing
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all states is calculated. The principal eigenvector matrix S is given agdollowh er e o i s
damping factor(to not to get stuck in loops in states) and p is a vector of normalized
probabilities of all elements.

Sza-M—S—l—(l—a)-fi

The PositionRank model considers that the words that are mentioned at the beginning
of a scholarly document ted to repeat more frequently throughout the documtéiat, is why
the words that appear at the beginning of the document are given higher PageRank scores as
more steps are introduced.
Candidate Keyhrase Generation:

The keywords which are adjacent and show contiguouspkegise scores and satisfy
the equaton (adjective)*(noun)+ are concatenated as 4#yases. The weights for the
individual wordvectors are added to form the weights for the key phrases. The length for these
key-phrases can go up to a length of three.

The flow chart of PRA analysis ishewn in the Figure 2. The PRA analysis is performed
on every paper from CCDC dataset. Since PRA is strictly based on position of the keywords in
the document,n the first stepthe text is split based on window siand the PRA analysis is
performed on tlese windows. In the second step unlike LDA instead of filtering the stop words,

in PRA the Nouns and Verbs from the windows are extracted using Parts of Speech(POS) tags.

The output of theParts of SpeecRO$analysis, is fed to PRA analysis to extract the ranked
keywords for every paper. Only the top 10 ranked keyphrases are extracted for each paper in
the CCDC dataset,at least one match is found between the extracted keyphrases and the SME
keyphrases the the paper is chosen to be related to the problem of interest.

Table 3: Auto-tagged papers using PRA and the corresponding keyphrases

PRA Identified papers PRA Keyphrases
Fabrication and Properties of Cnt_hmx_nanocomposites,
Insensitive CNT/HMX Enetige cyclotetramethylene_tetranitramine_hmx, cnt_hmx,
Nanocomposites as Ignition | composite_hmx_particle, tetranitramine_hmx, cnt_cn

Ingredients hmx_ure_show, hmx_particle_increase,
nanoscale_hmx_particle, hmx_particle
Recent Develpments for Explosive_power_measurement, explosive_power
Prediction of Power of Aromatic| energetic_compound_show,
and NonrAromatic Energetic several_energetic_compound,
Materials along with a Novel desired_energtic_compound,
Computer Code for Prediction o specific_energetic_compound,
Their Power many_energetic_compound,

pure_energetic_compound,
energetic_compound_includ,
nanoscale energetic_compound

Report No. SERC-2019-TR-016 Date November 15, 2019
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Nano Aluminum Energetics: Thg Partice_novacentrix_aluminum,

Effect of Synthesis Method on ure_pressurization_rate, nanoscale_aluminum,
Morphology and Combustion alex_aluminum, table_aluminum_particle,
Performance novacentrix_aluminum, highest_pressurization_rate

pressurization_rate value, aluminum_ patrticle,
composite_peak_pressure

The PRA analysis of CCDC dataset is performed
analysis are as shown in the Table 3. The PRA analysis has picked 3 papers from CCDC dataset
which are shown in ‘“picked papasesferthese papersi on. T

are shown in ‘ PRA dnaygipdnawathatthe nunther of PRAoertracted h e
keyphrases are less compared to that of LRKE analysi$he quality of the extracted

keyphrases has improved. But, most of the keyphrapesk about same topics like in the

paper ‘' Recent Developments f or -ApomatidEknergeicon of
Materials along with a Novel Computer Code fo
keyphrases refer tnp oaundddo thevemie ao matehesbetgeert HRA ¢ o
extracted papers and LDA extracted papers.
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PRA Model

—

Dataset

\

1) Paper split into widows: Each paper is split into
INPUT small windows based on window size ‘w’.
1) Paper split into
windows

|

POS Model

|

POS OUTPUT 2)
2) POS tagged
Segments

POS tagged segments: Each word in the
segment(window) is tagged with their respective
parts of speech.

PRA INPUT
3) Extract Nouns
and Adjectives

3) PRAINPUT: from all the POS tagged words in a
segment, only those Nouns and Adjectives tagged
words are extracted and fed to PRA an input.

PRA Model

4) Key-Phrases 4)
ranked based on
position

Key-Phrases: Only the top 10 key-phrases from the
PRA key-phrases are considered for analysis

Compare
with ARDEC
keywords

PRA picked
papers

Figure 2:PRA Flow chart

4.1.1.5 LDA-PRA

We finally propose an LBPRA model which combines the strengths of these two
approaches. PRA uses newnd adjectives of the paper as a building block for the keyphrases.
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We propose to construct model that uses the topic keywords generated by LDA in place of the
nouns in this scenario, since it is expected to have more relevance to the paper than simply
nouns.

In LDAPRA modehstead of using all the nounstine paper,the LDA model is exetad
first and a dictionary ofdpic keywords is generated for each paper and the PRA analysis is
executed oronly those nouns that are also picked as LDA keywords for the papey with
the adjectives The flow chart of the LBRRA analysis is as shown in the Figure: 3.

As the second stePOS analysis performed, in the third step theaunsare compared
with the LDA keywordsThe rouns which match with the LDA keywords are given as an input
for PRA analysis.

In the fifth step only the top 10 kphrases are extractedn the sixth stepthe extracted
keyphrasesre compaed with SME keyphrases, if at ##@ne match is found between the
extracted keyphrases and the SME keyphrases then the pafagged.

Ten topics are extracted for every paper in the LDA section of thePE®analysis and
in the PRA analysis section of every paper in CCDC dataset is performed using the window size

8. The results of t hed4 &ellDPRANSIshaspickedgsl s hown
papers from CCDC dataset which are shown in
keyphrases for these papers are shown in ‘' PRA

number of PRA extracted keyphrases are less coetpm that of LDARAKE analysiShe

keyphrases extracted are more versatile compared to that of @R} analysis. Also, there are

no matches between the PRA extracted papers andRRA extracted papers, there is one

match between the LDA extracted papand LD RA extracted papers whi ¢
Parameter Study of Nanoscale TiO 2 and CeO 2 Additives in Composite AP/HTPB Solid
Propell ant s’ .
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Figure 3: LDA-PRA Flow chart
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Table 4: Auto-tagged papers using LDA-PRA and the corresponding keyphrases for CCDC dataset

LDA-PRA Identified papers LDA-PRA Keyphrases
HighEnergy Polletike Porous Reduced_pressure_thermites, nano_thermite,
Fe203 /Al Thermite: Synthesis a]  thermite_table,thermite_morphology, high_heat,
Properties nanoscale_thermite, high_energy,

largest_exothermic_heat, thermite,
physical_mixed_method

The Effect of Silicon Powder Active_silicon_contengctive_silicon,
Characteristics on the Combustiq¢  silicon_teflon_viton, nanoscale_silicon, silicon_type
of Silicon/Teflon/Viton high_oxygen_content, maximum_spectral_intensity
Nanoenergetics ratio_silicon, teflon_viton_sitv, reactive_surface
Multi-Parameter Study of Additive_matrix, statistical _taguchi, additive_formulg

Nanoscale TiO 2 and CeO 2 additive_effect, baseline_matrix, nanoscale_titania
Additives in Composite AP/HTP| pressure_sensitivity, nanoscale_ceria, formula_matr

Sdid Propellants study_baseline
Preparation and Characterizatio Large_number_density, nanoenergetics,
of Nanoenergetics Based prepared_ssgt_thermal, produced_molding_powder
Conposition B molding_powder, large_surface, spray_drying,

explosive_consisting, ssgt_shock, nanoscale

4.1.2 SCORING METHODS:

The Precision and Recall an&€ores have been edfor calculating the ef€iency of the
models. Let theset ofstandardkeyphrasede denoted byGitandardwhich can either béhe set of
author providedkeyphrase®r the SME provided keyphrases. Cgkract denotethe set of
keyphrases thiaare extracted using the model. Th&Rorrec{ Gtandard N esact) IS defined ashe
set ofkeyphrases that areommon between both the &ndaraand Gxtract -

The precisio(p) score is defined as the rataf number ofcorrect keyphrase€eorrectto the
number of extracted keyphrases&act.

_ Cceorrect

Cextract

The recall(r) sare is the ratioof number of correct keyphrasesdectto the number of
standard keyphrasessfandard

Ccorrect
r=-——
Cstandard
Given the precision(p) and recall(r) scores tkecere is defined as follows
f 2pr
p+r

These metrics will be used to score the performance of the algorithms for the various models
described before.
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4.1.3 RESuLTS

The Datasets used in this project are described in Sedtihd This section describes the
results obtained for each of the models for several datasets.

4.1.3.1 ACS Dataset analysis:

The AC®Patasetis a collection of research papers from ACS Jammentioned in
described in Tabl&él. The PDF to text converting tool PDFMif@&drhas been usetbr
converting all the papers from pdf to text formdthe research papers of ACS dataset have
different styling formats. Some papers have different heading stylesamgt of tlem are
missing the heading for thatroduction sectionsBecause of the styling formats lot of noise
was added to the text output in the form of special charactalighesespecial characters have
been removedrom the original texusingpython filters

This is the first dataset that has been collected for this projBat.journals for this
dataset are collecteteeping SME keyphrases in mititenceonly LDARAKE analysis was
performed on this dataset. The SME keyphramesused as the standard keyphra&&gndarafor
calculating the precision, recall aneS€ores for LDRAKE analysis. The average eslof the
precision, recall and-gcores for this analysis is shown in Table 5.

Table 5: Average (over 681 papers in ACS dataset) Precision, Recall, F-Scores for LDA-RAKE based on CCDC provided

keyphrases
Number of LDA-RAKE
LDA topics
Average Average Average | Total number
Precision Recall F-Score of papers
picked
10 0.1 0.166 0.125 19
15 0.1 0.166 0.125 19
20 0.1 0.166 0.125 13

The analysis showhkat the precision, recall and$cores are same for all the different number
of topics.

This is likelypecause the standard keyphrsesasfdardare taken as the same for all the
681 papers anthe seleced number of papers are too feiw makea difference in the
precision and recall score ratios. Also, since #8zére is a factor of precision and recall the
average Fscore is also same for all the iop.
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4.1.3.2 NUS Dataset:

The NU®ataset is one of the standard datasets usieelPosition Rank AnalygiBRA)
[4]. In the PRA model the analysis has been performed on only the Title and Abstract sections.
But in this project the analysis has been performed on all the contents of the papept Title
and References section. The title section was not considered for the analysis because all the
PRA generated top keyphrases are matching with the titles of the ghgemakes the results
too predictable.

Snice this datset is not in scopef finding anyCCDQ®eyphrases, for this analydise
author keyphrases of each paper are used as the standard kasg#Gandara The average
scores for various number of LDA topics is shown in Table 6.

Sirce the number of LDA topiedfects onlythe LDAPRA analysis, the results of Only

PRA analysis stands same for all number of topies.maximum number of pickeé@pers by
the LDAPRAs obtained at 15 number of LDA topics.

Table 6: Average Scores of Precision, Recall, F-Score for Only PRA, LDA-PRA for NUS dataset

Number of Only-PRA LDA-PRA
LDA topics
Average Average Average F- Total Average Average Average | Total number
Precision Recall Score number of Precision Recall F-Score of papers
papers with
with matching
matching keyphrases
keyphrases to gold
to gold standard
standard
10 0.1549 0.1412 0.1377 71 0.1586 0.1498 0.1436 75
15 0.1549 0.1412 0.1377 71 0.1558 0.1469 0.1402 77
20 0.1549 0.1412 0.1377 71 0.1589 0.1489 0.1427 73

As can be s= from Table 6L. DAPRA outperform®nly-PRA in all metrics considered.

4.1.3.3 CCDC Dataset analysis:

The CCDC datasetagollection of papers from random publication years of
“Propel lianeés Exmpodoesc hnnTabel'l THlecCChEatasdt is fested one d
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LDARAKE, OnPRA and LBDRRA modelsThis analysis is performed twice by taking SME
keyphrases as staard keyphrses &ndarda and author keyphrases for each paperstadard
keyphrses andard

The average scores of precisioecall and Fscores ér Only-PRA and LDRRA with
CCDG@eyphrases as staiard keyphrses &ndaraiS as shown in Tablé The results for OnPRA
model are same foall number oftopics since the OnhPRA results are independent of number
of LDAtopics The precision, recall ands€ores are same for all the number of topics and
models because the standard keyphrases are same for all models and very few number of
papers have been picked by the models compared to that of total number of papers.

The aveage scores of precision, recall anddéres for LDARAKE, OnlPRA and LDA
PRA withauthor keyphraseas standard keyphrsesi£adardiS as shown in Tabk This analysis
is performed on only 139 papers out of 684 papers because the author keyplarassilable
only of 139 papers.

Table7: Average Precision, Recall;$cores for CCDC dataset using CCDC keyphrases
as gold standard

Number of Only-PRA LDA-PRA
LDA topics
Average Average Average F- Total Average Average Average | Total number
Precision Recall Score number of Precision Recall F-Score of papers
papers picked
picked
10 0.1 0.166 0.125 3 0.1 0.166 0.125 4
15 0.1 0.166 0.125 3 0.1 0.166 0.125 3
20 0.1 0.166 0.125 3 0.1 0.166 0.125 4
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Table 8: Average Precision, Recall, F-scores for CCDC datasets using author provided keyphrases as the gold standard.

Number of Only-PRA LDA-PRA
LDA topics
Average Average Average F- Total Average Average Average | Total number
Precision Recall Score number of Precision Recall F-Score of papers
papers picked
picked
10 0.1632 0.4248 0.2291 87 0.1395 0.3289 0.1914 48
15 0.1632 0.4248 0.2291 87 0.1395 0.3348 0.1925 48
20 0.1632 0.4248 0.2291 87 0.1387 0.3273 0.1909 49

As can be seen from these tables, when CCDC keypla@sased as the gold standards, there is no measurable difference in
performance. This is perhaps due to the smaller number of papers and keyphrases. Surprisingly, we find thaPtRa dbés not
do better than OnlyPRA when the author provided keypheasare used as the gold standards. We are currently working on the
reasons why this may be so. It is possible that the number of LDA topics is limiting the results, since this is anaribieial his
may also be due to selecting the top n keyphradsesomparison, which was set to 10, in the above tablé® other possibility is
that there is some anomaly in the dataset (perhaps too many abbreviations, etc.). These will have to be investilgatedure.

LDARAKE does not have a mechanism of ranking keyphrases, so unlike tHeR@ndynd LDRRAthe keyphrases generated here
do not have any limit. The lowing two tables listhe precision, recall and-$cores for the LDRAKE for CCDC dataset using the

author provided and CCDC provided keyphrases as the gold standards.
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Table 9: Average Precision, Recall and F-Scores of LDA-RAKE analysis using CCDC keyphrses as gold standard

Number LDA-RAKE
of LDA
topics
Average Average Average Average Total
Precision Recall F-Score number of number of
topic papers
keyphrases picked
10 0.09 0.166 0.125 68.6666 6
15 0.09 0.166 0.125 65.1666 6
20 0.1 0.166 0.125 58.5 4

Table 10: Average Precision, Recall and F-Scores of LDA-RAKE analysis using author provided keyphrases as a gold standard

Number LDA-RAKE
of LDA
topics
Average Average Average Average Total
Precision Recall F-Score number of number of
topic papers
keyphrases picked
10 0.2396 0.5790 0.3308 67.36 101
15 0.2287 0.5572 0.3165 58.75 101
20 0.2239 0.5467 0.3097 54.4 96

As can be seen from this table, although the precision and
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4.1.4 DATASETS AND DATA COLLECTION

Several datasets wemmllected andused to test the algorithms presented thisreport. The

first set wasased off of the keywords supplied by CCDC. These are referreddGRC and
AC&datasetin Tablell. The third dataset is a standard dataset used by the NLP community
and is called the NUS.

Table 11: Datasets Used in this Project

Dataset Articles Number of
Papers
CCDC Propellants_Explosives_Pyrotechnics2010, 684

Propellants_Explosives_Pyrotechnics2011,
Propellants_Explosives_Pyrotechnics2013,
Propellants_Explosives_Pyrotechnics2014,
Propellants_Explosives_Pyrotechnics2015,
Propellants_Explosives_Pyrotechnics2016,
Propellants_Explosives_Pyrotechnics2017,
Propellants_Explosives_Pyrotechnics2018
ACDPataset ACS Environmental Science & Technology 2011 681
ACS Nano 2007

ACS Nano 2011

ACZEnvironmental Science & Technology 2012
70 Random papers selected from ACS journals
targeting the keywords provided by CCDC
NUSDataset This is one of the original datasets that was used for, 215
Position Rank Analysis(PR4)

The ACS Dataset: The ACS dataseta s constructed based on
journals indicated in TablEl. A vanilla search on these journals for papers with the keyphrases
provided by CCDC was conducted which yielded 70 papers. We then added to this set by
randomly including papers from the journals mentioned above, resulting in a tatatet size
of 681 papers. Thdrawback of this dataset is that it does not always hawthor provided
keyphrases. The journal papers are also of different lengths and may or may not contain
distinctly identified abstracts.

TheCCDC dataset is a random collection of publicatiohsr oRropéllants Explosives
Pyrotechnicsjournal. This was one of the journals of interest to CAOM. dataset is a
collection of a total of 684 papers.

In order to further stress, test the algorithms, we used standard dataset used in the
literature, the NUS dataset is one of the original dasets which is used e Position Rank
Analysis(PRA) [4fhis data set is a collection of 215 papers.
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4.1.5 CONCLUSION

Several methods of keyphrase extraction were compared using several metrics for the problem
of identifying relevant keyphras form scientific documents. LDA, a topic modeling mechanism
was used as a component in two of these methods. We proposed two methods called LDA
RAKE and LBERRA that uses LDA in different ways with RAKE and PRA respectively. Extensive
data collection reglted in creation of two new datasets for the journals of interest to CCDC.
Experiments indicate that LBPRA performs well on standard datasets like NUS in terms of
precision, recall and-gcore. For the specialized dataset, CCDC, we find thaPR2Ados not

perform as well as only PRA. We believe this may have something to do with the specific nature
of the dataset or the number of topics picked by LDA. Further experiments will be necessary to
determine this for sureAs a by product of this work, wesal identified a subset of papers for

the SME’s consideration based only on the key
the workload of the SME can be cut down significantly by only having to read through a
subsection of the vast data repositofyor example, in some cases, the papers of interest can

be whittled down to 4, from the full dataset of 6@&pers
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